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Purpose. To examine and quantify bias in the Wagner–Nelson esti-
mate of the fraction of drug absorbed resulting from the estimation
error of the elimination rate constant (k), measurement error of the
drug concentration, and the truncation error in the area under the
curve.
Methods. Bias in the Wagner–Nelson estimate was derived as a func-
tion of post-dosing time (t), k, ratio of absorption rate constant to k
(r), and the coefficient of variation for estimates of k (CVk), or CVc

for the observed concentration, by assuming a one-compartment
model and using an independent estimate of k. The derived functions
were used for evaluating the bias with r � 0.5, 3, or 6; k � 0.1 or 0.2;
CVc � 0.2 or 0.4; and CVk �0.2 or 0.4; for t � 0 to 30 or 60.
Results. Estimation error of k resulted in an upward bias in the
Wagner–Nelson estimate that could lead to the estimate of the frac-
tion absorbed being greater than unity. The bias resulting from the
estimation error of k inflates the fraction of absorption vs. time pro-
files mainly in the early post-dosing period. The magnitude of the bias
in the Wagner–Nelson estimate resulting from estimation error of k
was mainly determined by CVk. The bias in the Wagner–Nelson es-
timate resulting from to estimation error in k can be dramatically
reduced by use of the mean of several independent estimates of k, as
in studies for development of an in vivo-in vitro correlation. The
truncation error in the area under the curve can introduce a negative
bias in the Wagner–Nelson estimate. This can partially offset the bias
resulting from estimation error of k in the early post-dosing period.
Measurement error of concentration does not introduce bias in the
Wagner–Nelson estimate.
Conclusions. Estimation error of k results in an upward bias in the
Wagner-Nelson estimate, mainly in the early drug absorption phase.
The truncation error in AUC can result in a downward bias, which may
partially offset the upward bias due to estimation error of k in the early
absorption phase. Measurement error of concentration does not intro-
duce bias. The joint effect of estimation error of k and truncation error
in AUC can result in a non-monotonic fraction-of-drug-absorbed-vs-
time profile. However, only estimation error of k can lead to the Wag-
ner-Nelson estimate of fraction of drug absorbed greater than unity.
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timation error; bias.

INTRODUCTION

The Wagner–Nelson method estimates the fraction of
drug absorbed relative to that ultimately absorbed at time
infinity (1). The method is frequently applied when the drug’s
absorption vs. time profile is needed (e.g., 2–20) because it
requires no intravenous administration, requires no prior es-
timate of the volume of distribution, and has no limitations on
the order or nature of the absorption process (1). In practice,
it is not uncommon that the Wagner–Nelson estimate of the

fraction of drug absorbed is greater than unity, and/or the
fraction of drug absorbed vs. time profile is a non-monotonic
curve. Such observations usually are ignored by presuming
that the deviation from the true value of the fraction absorbed
is random noise. If the deviation from the true value of the
fraction absorbed has a systematic trend, the Wagner–Nelson
estimate will be biased and can lead to a wrong conclusion
about the absorption characteristics of a drug. It is therefore
important to investigate the possible causes that result in bi-
ased Wagner-Nelson estimates.

The use of the Wagner–Nelson method to obtain an es-
timate of the fraction of drug absorbed requires that a value
of the elimination rate constant, k, be input. The true value of
k is unknown, and as such, an estimate is used. The estimation
of k normally is based on the last 3 to 5 data points at the
terminal phase of the drug concentration vs. time curve. The
estimates of k are influenced by measurement errors in the
data points and by the intrasubject variability of the param-
eter. For highly variable drug products, estimation error of k
can be quite large. The Wagner–Nelson estimate may be bi-
ased as a result of errors in the input value of k.

The Wagner–Nelson estimate also depends on the con-
centration-vs-time curve and the area under that curve
(AUC). Concentrations can be observed at only a finite num-
ber of sampling time points, and the measurements are sub-
ject to error. The measurement error of the drug concentra-
tions and the truncation error in the AUC may also introduce
bias.

The degree of the possible bias in the Wagner–Nelson
estimate may vary over time post-dose. The time trend of
such possible bias is useful information when the whole frac-
tion of drug absorption vs. time profile is needed as in the case
of level-A in vivo-in vitro correlation (IVIVC) (21).

The objectives of this study were to examine and to
quantify the possible bias in Wagner–Nelson estimates result-
ing from estimation error of k, measurement error of the drug
concentration, and truncation error in AUC, and to identify
an approach to minimize the possible bias.

METHODS

Assumption

A reference immediate release (IR) product and several
test products of the same drug ingredient are used in a cross-
over trial, as with IVIVC studies. The estimate of k is derived
from the reference IR product only. It is obtained as the
absolute value of the regression coefficient from the regres-
sion of log-concentration on time in the terminal phase.

Wagner–Nelson Estimate of the Fraction of Drug Absorbed

Let C be the true concentration-vs-time function for the
test product, with C(t) the concentration at time t. Under a
one-compartment model with first order elimination, the
Wagner-Nelson model of the fraction of drug absorbed up to
time t following drug administration, F(t;k,C), can be ex-
pressed as follows:

F�t;k,C� =
k�0

t
C�u�du + C�t�

k�0

�

C�u�du
(1)

where 0 � F(t;k,C) � 1 (1,22).
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In practice, Equation 1 cannot be applied directly be-
cause C cannot be observed continuously and without error
and k cannot be determined without error. Let us introduce
notation that will allow us to examine the effects of measure-
ment error and finite observations:
t0 � 0,t1, . . . ,tL: times at which observations are made.
Cj: C(tj), the true concentration at time tj.
Ĉj: the observed value of Cj.
CVc: the coefficient of variation of Ĉj, assumed

constant.
C: the vector of true concentrations (C0,

C1, . . . ,CL).
Ĉ: the vector of observed concentrations (Ĉ0,

Ĉ1, . . . , ĈL).
AUCi: the trapezoidal approximation to

�0

ti
C�u�du

using the true concentrations C0, C1, . . . , Ci;
i.e.,

�
j=0

i

wjCj,

where the wj are trapezoidal weights, wj �

(tj+1 − tj−1)/2 for j ∈ {1, . . . , i − 1}, w0 � t1/2,
and wi � (ti − ti−1)/2.

AÛCi: the trapezoidal rule applied to Ĉ0, Ĉ1, . . . , ĈL.
k̂: an estimate of k.
var[k̂], CVk: the variance and the coefficient of variation

of k̂.

F(t;k,C) given by equation (1) is estimated at ti by

F�ti;k̂,Ĉ� =
k̂ AÛCi + Ĉi

k̂ AÛCL + ĈL

=
AÛCi + Ĉi�k̂

AÛCL + ĈL�k̂
(2)

We can recognize that three sources of errors in equation (2)
may result in bias in F(ti;k̂,Ĉ):

(a) Estimation error in k̂.
(b) Measurement error in Ĉj. Note that we assume that

k̂ is obtained from the IR product and Ĉ from the test prod-
uct, so that estimation error in k̂ is independent of measure-
ment error in Ĉ.

(c) Truncation error in approximating ∫0tiC(u)du by the
trapezoidal rule.

Bias in the Wagner–Nelson Estimate of Fraction Absorbed

Bias Due to Estimation Error of k

By assuming that k is estimated from the reference IR
product, the expectation of F(ti;k̂, Ĉ) for the test product can
be obtained (see Appendix for derivation), as follows:

E �F�ti; k̂, Ĉ�� = E�E�F�ti; k̂, Ĉ� | Ĉ�	

≈ E� k AÛCi + Ĉi

k AÛCL + ĈL
� (3)

+ E��Ĉi AÛCL − ĈL AÛCi�AÛCL

�k AÛCL + ĈL�3 � var�k̂�

Thus the bias in F(ti; k̂, Ĉ) can be expressed as,

Bias�F�ti; k̂, Ĉ�� ≈ E �F�ti; k, Ĉ�� − F�ti; k, C�

+ E��Ĉi AÛCL − ĈL AÛCi�AÛCL

�k AÛCL + ĈL�3 � var�k̂�

(4)

We can see from equation (4) that estimation error of k
introduces bias in F(ti; k̂, Ĉ) only by influencing

E��Ĉi AÛCL − ĈLAÛCi�AÛCL

�k AÛCL + ĈL�3 � var�k̂�

Bias due to measurement error of C and truncation error in
AUC

Equation (4) can be rewritten based on E{E [F(ti; k̂, Ĉ) |
k̂]}, using the same approach as for deriving E{E [F(ti; k̂, Ĉ) |
Ĉ]}. Then we have

Bias�F�ti; k̂, Ĉ�� ≈ E��k̂ AUCi + Ci���k̂ AUCL + CL�� − F�ti; k, C�

+ E���k̂ AUCi + Ci�� k̂2 �
j=0

L

wj
2C j

2

+ 2k̂wLC L
2 + C L

2 � − k̂�k̂ AUCL + CL�

�k̂�
j=0

i

wj
2Cj

2 + wiCi
2��CVc

2��k̂ AUCL + CL�3�
(5)

Assessment of Bias in the Wagner–Nelson Estimate

To quantify the bias in the Wagner–Nelson estimate, a
one-compartment model with first-order absorption and first-
order elimination is assumed. Under the assumed model,
F(t;k,C) can be rewritten as a function of k, r, t, and tL as
follows:

F�t;k,C� = �1 − exp�−rkt����1 − exp�−rktL�� (6)

where r � ka/k and ka is the absorption rate constant.

Bias Resulting from Estimation Error of k

To isolate the effect of estimation error of k from the
effect of measurement error of Ci and truncation error in
AUC, we assessed the bias conditional on a known C(t) over
continuous time for the test product. Then, Eq. (4) can be
simplified as a function of k, r, t, tL, and CVk, as follows:

Bias�F�t; k̂, C�� ≈ �exp�−k�tL + rt�� − exp�−k�t + rtL�� + exp �−kt�
− exp�−krt� − exp�−ktL� + exp�−krtL��

×
1 − exp�−ktL� − �1 − exp�−rktL���r

�1 − 1�r�2�1 − exp�−rktL��3
CVk

2 (7)

The effects of the influential factors on Bias[F(t;k̂,C)] are
quantified based on the maximum bias (Biasmax) over sam-
pling time 0 − tL, and the area under the Bias[F(t;k̂,C)]-
vs-time curve (AUB), where

AUB = �0

tL Bias�F�t;k̂,C�� dt.
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Biasmax and AUB are computed with r � 0.5, 3 or 6; k � 0.1
or 0.2; and CVk � 0.2 or 0.4. These input values are chosen to
simulate the situations that are likely encountered in practice.
The input of tL is chosen by assuming that C(tL) is equal to
C(t � 60) for drug products with r � 3 and k � 0.1.

Bias Resulting from Measurement Error of C and
Truncation Error in AUC

To isolate the effect of measurement error of C and trun-
cation error in AUC from the effect of estimation error of k,
we assessed the bias conditional on a known k. Thus, we can
rewrite Eq. (5) as follows:

Bias�F�ti;k,Ĉ�� ≈ �k AUCi + Ci���k AUCL + CL� − F�ti;k,C�

+ ��k AUCi + Ci��k
2 �

j=0

L

wj
2C j

2 + 2kwLC L
2

+ C L
2 � − k�k AUCL + CL��k �

j=0

i

wj
2C j

2

+ wiC i
2��CV c

2��k AUCL + CL�3 (8)

To examine the effect of measurement errors in Ĉ with a
minimal influence of truncation error in AUC, we use the
integral of C(t) over time for AUC in Eq. (8) and a dense
sampling time points with an interval of 0.1 for obtaining the
inputs in Eq. (8) that contain wj. Bias attributed to measure-
ment error in Ĉ is quantified using Eq. (8) with r � 0.5, 3, or
6; k � 0.1 or 0.2; and CVc �0.2 or 0.4. The input of tL is
chosen in the same way as mentioned above.

The influence of truncation errors in AUC on bias is
examined by comparing the results from using the dense sam-
pling points with the results using 16 sampling time points t �
(0, 0.25, 0.75, 1.0, 1.5, 2.0, 2.5, 3.0, 4.0, 6.0, 8.0, 10.0, 12.0, 16.0,
20.0, 30.0), given r � 3, k � 0.2, and CVc � 0.2.

Joint Effects of Errors in k̂ and Ĉ and Truncation Error
in AUC

The joint effects of estimation errors in k̂ and Ĉ and
truncation error in AUC on the bias in the Wagner–Nelson
estimate are examined using a stochastic simulation, with r �
3, k � 0.2, CVc � 0.2, and CVk � 0.2, for t � (0, 0.25, 0.75,
1.0, 1.5, 2.0, 2.5, 3.0, 4.0, 6.0, 8.0, 10.0, 12.0, 16.0, 20.0, 30.0). By
assuming Ĉi � Ci + �i, with �i ∼ N(0, Ci

2CVc
2), we generate

5,000 replicates of Ĉ. For each replicate of Ĉ, we generate an
estimate k̂ by assuming k̂ � k + �, with � ∼ N(0,k2CVk

2). The
values of random variables are obtained using the SAS RAN-
NOR function (24). From each replicate, F(ti;k̂,Ĉ) is calcu-
lated for ti in t. The mean of F(ti;k̂,Ĉ) over the replicates is
used as the estimate of E[F(ti;k̂,Ĉ)]. The joint effects on
Bias[F(ti;k̂,Ĉ)] are quantified using the difference between
the estimate of E[F(ti;k̂,Ĉ)] and F(ti;k,C).

RESULTS

Bias in the Wagner–Nelson Estimate Attributed to
Estimation Error of k

The expectation of the Wagner–Nelson estimate based
on Eqs. (4), (6), and (7) and the true fraction absorbed based
on Eq. (6), as a function of post-dosing time for a drug with k
� 0.2, r � 3, and CVk, � 0.4, are presented in Fig. 1. The bias

in the Wagner-Nelson estimate as a function of post-dosing
time is presented in Fig. 2 showing two levels of k, in Fig. 3
showing three levels of r, and in Fig. 4 showing two levels of
CVk.

Bias in Wagner–Nelson Estimates of the Fraction of
Drug Absorbed

As shown in Figs. 1–4, the bias was greater than 0 over
the post-dosing time period before the time of the last quan-
tifiable concentration. Figures 1–4 show that the bias in-
creased with time for the initial time period post-dose and
then decreased with time until the time of the last quantifiable
concentration, when the bias became 0 (Fig. 1). The Biasmax

occurs at time t � ln[(G + rk)/(G + k]/[k(r − 1)], where G �
rk[exp(−ktL)−exp(−rktL)]/{r[1 − exp(−ktL)]−1 + exp(−rktL)}.

The degree of bias relative to F(t;k,C) is highest imme-
diately following the dosing, and then decreases at a decreas-
ing rate (Figs. 2–4). The pattern of the bias over time implies
that the bias will inflate the absorption rate mainly during the
absorption phase of an orally administered drug.

The bias can drive the expectation of the Wagner–Nelson
estimate out of its parameter space, i.e., the estimate can be
greater than unity (Fig. 1). For example, E[F(t;k̂,C)]>1 for t ∈
[4.2, 29.9], given k � 0.2, r � 3, CVk � 0.4, and tL � 30 (Eqs.
4, 6, and 7; Fig. 1).

Relationship of the Estimation Bias with k

The Biasmax is not correlated with k (Fig. 2). For ex-
ample, given r � 3 and CVk � 0.2, Biasmax � 0.023 or 2.8%
of F(t;k,C) for both k � 0.1 and k � 0.2 (Fig. 2). However,
AUB decreases with k (Fig. 2). Given r � 3 and CVk � 0.2,
AUB � 0.388 for k � 0.1, whereas AUB � 0.189 for k � 0.2
(Fig. 2).

A high value of k implies a short half-life. Thus drug
products with a short half-life tend to have a lower AUB
compared with drugs with a long half-life.

Fig. 1. The true value of fraction absorbed and the expectation of
Wagner–Nelson estimates of fraction absorbed as a function of post-
dosing time, for drugs with elimination rate constant (k) equal to 0.2,
ratio of absorption rate constant vs. k (r) equal to 3, and coefficient
of variation for estimate of k (CVk) equal to 0.4 based on Eq. (3), (6),
and (7).
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Relationship of the Estimation Bias with r

The Biasmax is positively correlated with r (Fig. 3). For
example, given k � 0.2 and CVk � 0.2, Biasmax � 0.023
[2.8% of F(t;k,C)] for r � 3, whereas Biasmax � 0.028 [3.1%
of F(t;k,C)] for r � 6 (Fig. 3), representing a 21% increase in
Biasmax. However, AUB is insensitive to changes in r (Fig. 3).
Given k � 0.2 and CVk � 0.2, AUB � 0.194 for r � 0.5 and
AUB � 0.189 for either r � 3 or r � 6 (Fig. 3). This implies
that r influences mainly Biasmax.

Relationship of the Estimation Bias with CVk

Biasmax and AUB are positively correlated with CVk

(Fig. 4). For example, given k � 0.2 and r � 3, Biasmax �
0.023 [2.8% of F(t;k,C)] and AUB � 0.189 for CVk � 0.2
whereas Biasmax � 0.092 [11.3% of F(t;k,C)] and AUB �
0.758 for CVk � 0.4.

The sensitivity of Biasmax and AUB to change in CVk is
much higher compared to the sensitivity to the change in k or
r. Given k � 0.2 and r � 3, a change in CVk from CVk � 0.2
to CVk � 0.4 results in a 300% increase in Biasmaxand a 301%
increase in AUB.

When a mean of two independent estimates of k is used

as k̂ in the Wagner–Nelson estimator, Biasmax and AUB will
be reduced by 50% from the value when a single estimate was
used because CVk

2 will reduced by 50% according to Eq. (7).

Bias Attributed to Measurement Error of Ci

The bias attributed to measurement error in Ĉ based on
Eq. (8) using dense sampling time points is close to 0 (Biasmax

< 0.002% of F(t;k,C)] with all the parameter combinations: k
� 0.1 or 0.2; r � 0.5, 3, or 6; and CVc �0.2 or 0.4. The results
suggest that the measurement errors in Ĉ alone do not intro-
duce bias in the Wagner-Nelson estimate of the fraction of
drug absorbed.

Bias Attributed to Truncation Error in AUC

The truncation error in AUC resulted in a negative bias.
Given k � 0.2, r � 3, and CVc � 0.2, the bias vs. time curve
goes down first and then turns up towards 0 at tL � 30 (see
Fig. 5). The maximum bias is equal to −0.015, that is, approxi-
mately −2.1% of F(t;k,C) .

Fig. 2. The bias in Wagner–Nelson estimates of fraction absorbed as
function of post-dosing time, for drugs with elimination rate constant
(k) equal to 0.1 or 0.2, ratio of absorption rate constant vs. k (r) equal
to 3, and coefficient of variation for estimate of k (CVk) equal to 0.2
based on Eq. (7). (a) Absolute value; (b) in percentage of the true
fraction absorbed (Ft).

Fig. 3. The bias in Wagner–Nelson estimates of fraction absorbed as
function of post-dosing time, for drugs with elimination rate constant
(k) equal to 0.2, ratio of absorption rate constant vs. k (r) equal to 0.5,
3 or 6, and coefficient of variation for estimate of k (CVk) equal to 0.2
based on Eq. (7). (a) Absolute value; (b) in percentage of the true
fraction absorbed (Ft).
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Joint Effects of Estimation Errors in k̂ and Ĉ and
Truncation Error in AUC

Results of the stochastic simulation with r � 3, k � 0.2,
CVk � 0.2, and CVc � 0.2 using the selected time points are
presented in Fig. 5. As shown in Fig. 5, the bias resulting from
the joint effects increased with time over the initial post-
dosing period and then decreased. After decreasing to −0.006,
the bias showed a slow increasing trend towards 0 at tL � 30.
Figure 5 shows that Biasmax due to the joint effect is equal to
0.019 at t � 3.

The bias resulting from the joint effects is not equal to
the sum of the biases as a result to the separate effects of
estimation error in k̂ and truncation error in AUC. For ex-
ample, at t � 3, the bias due to estimation error in k̂ is 0.023;
the bias due to the truncation error in AUC is −0.012; their
sum is 0.011; but the actual bias is 0.019. This implies that the
effects of estimation error in k̂ and of truncation error in
AUC are not additive.

As shown in Fig. 5, the bias due to the joint effects during
the initial period post-dose is mainly attributed to the influ-
ence from estimation error in k̂, whereas the bias in the ter-

minal phase post-dose is mainly attributed to the influence
from the truncation error in AUC.

DISCUSSION

In this study, we investigated the influence of estimation
errors of the elimination rate constant, measurement error of
the drug concentration, and the truncation error in AUC on
the Wagner–Nelson estimate of the fraction of drug absorbed.
Estimation error of the elimination rate constant results in an
upward bias in the Wagner–Nelson estimate, mainly in the
early drug absorption phase. The truncation error in AUC
can result in a downward bias in the Wagner–Nelson esti-
mate, which may partially offset the upward bias due to esti-
mation error of the elimination rate constant in the early
absorption phase. The bias due to the truncation error tends
to be dominant in the terminal phase. Measurement error of
concentration does not introduce bias in the Wagner–Nelson
estimate. The joint effect of estimation error of the elimina-
tion rate constant and truncation error in AUC can result in
a non-monotonic fraction of drug absorbed vs. time profile.
However, only estimation error of the elimination rate con-
stant can lead to the Wagner–Nelson estimate of fraction of
drug absorbed greater than unity.

The magnitude of the bias due to estimation error of the
elimination rate constant is determined by the elimination
rate constant, the ratio of the absorption rate to the elimina-
tion rate, and the variability of the estimated elimination rate
constant. The variability of the estimated elimination rate
constant shows the biggest effect. The bias inflates the frac-
tion of drug absorbed vs. time profiles mainly in the early
post-dosing period, which would erroneously lead to a con-
clusion of a quicker absorption rate than the true rate for the
drug product.

The bias due to estimation error of the elimination rate
constant is most sensitive to variability of the estimates. For

Fig. 4. The bias in Wagner–Nelson estimates of fraction absorbed as
function of post-dosing time, for drugs with elimination rate constant
(k) equal to 0.2, ratio of absorption rate constant vs. k (r) equal to 3,
and coefficient of variation for estimate of k (CVk) equal to 0.2 or 0.4,
based on Equation 7. (a) Absolute value; (b) in percentage of the true
fraction absorbed (Ft).

Fig. 5. The bias in Wagner–Nelson estimates of fraction absorbed as
function of post-dosing time, for drugs with elimination rate constant
(k) equal to 0.2, ratio of absorption rate constant vs. equal to 3,
coefficient of variation for estimate of k equal to 0.2, and coefficient
of variation for drug concentration equal to 0.2 based on one-
compartment model, where the bias due to only estimation error of k
is from Eq. (7), the bias due to only the truncation error is from Eq.
(8) based on the sampling time points defined in the text, and the bias
due to their joint effect is from the simulation.
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drug products that show high intrasubject variability in clear-
ance, the Wagner–Nelson estimate of the fraction absorbed
can be significantly inflated by the estimation error of the
elimination rate constant. The bias can be reduced dramati-
cally by use of mean estimates of the elimination rate con-
stant. This is very helpful information when absorption of
highly variable drugs is estimated using the Wagner–Nelson
method and several independent estimates of the elimination
rate constant of the same drug are available, as in studies for
development of IVIVC, where there are several test products
and a reference of the same drug ingredient.

The influence of the truncation error in AUC was evalu-
ated under one set of time points for the cases selected. The
selection of sampling time points follows the common prac-
tice in pharmacokinetic studies, in which dense sampling
points are selected in the early post-dosing period and around
the time for the presumed peak concentration. The observed
bias in the Wagner–Nelson estimate of the fraction absorbed
due to the truncation error in AUC may vary when a different
set of time points is selected. However, the trend and the
magnitude of the bias relative to the bias resultin from esti-
mation error of the elimination rate constant are similar when
using different sets of the sampling time points (results not
shown).

In development of a level-A IVIVC, a common approach
is to find a linear relationship between the absorption-time
profile with the in vitro dissolution-time profile. The Wagner–
Nelson estimate of the fraction of drug absorbed is frequently
explored to transform the drug concentration-time profile
into a fraction of drug absorbed vs. time profile. The bias in
the Wagner–Nelson estimate can change the absorption-time
profile, and as such can change the true relationship between
the fraction of drug absorbed vs. time profile and the in vitro
dissolution-time profile. Therefore, an unnecessary adjust-
ment for time discrepancy, i.e., time scaling (21), may be en-
countered, particularly for highly variable drug products. For
the purpose of IVIVC development, one may bypass the
Wagner–Nelson transformation to avoid influence from the
bias by predicting C(t) or AUCi/AUCL directly from the in
vitro dissolution-time profile.

APPENDIX: DERIVATION OF E[F(ti;k̂,Ĉ)]

Let Ĉ be the vector of observed concentrations (Ĉ0,
Ĉ1, . . . ,ĈL), where Ĉi is the observed concentration at time ti
(i � 0,1, . . . ,L). Let X � k̂ AÛCi + Ĉi and Y � k̂ AÛCL +
ĈL, where k̂ is the estimate of elimination rate constant k and
AÛCi is the area under the observed plasma concentration-
time curve from time 0 to ti by the trapezoidal rule. Thus, we
have F(ti;k̂,Ĉ) � X/Y, and E[F(ti;k̂,Ĉ)|Ĉ] � E[X/Y|Ĉ]. Be-
cause there is no closed form for E[X/Y|Ĉ], we may explore
the second-order Taylor expansion to obtain an accurate ap-
proximation to E[F(ti;k̂,Ĉ)|Ĉ]. Following Mood et al. (23), we
have:

E�X�Y|Ĉ� ≈
E�X|Ĉ�

E�Y|Ĉ�
−

1

E�Y|Ĉ�2
cov�X,Y|Ĉ� +

E�X|Ĉ�

E�Y|Ĉ�3
var�Y|Ĉ�

(1)

For given data on a test product, by assuming k̂ is estimated
from a reference IR product of the same drug ingredient, we
have:

E�X|Ĉ� = kAÛCi + Ĉi,

E�Y|Ĉ� = k AÛCL + ĈL,

cov�X, Y|Ĉ� = AÛCi AÛCL var�k̂�, and

var�Y|Ĉ� = AÛC L
2 var�k̂�

assuming k̂ is an unbiased estimate of k derived from the
linear regression of log-concentration on time in the terminal
phase.

From substituting E[X|Ĉ], E[Y|Ĉ], cov[X,Y|Ĉ], and
var[Y|Ĉ] in Eq. (1) by the above corresponding expressions,
we can obtain the following:

E �F�ti; k̂, Ĉ�
Ĉ� ≈
k AÛCi + Ĉi

k AÛCL + ĈL

+
�Ĉi AÛCL − ĈL AÛCi�AÛCL

�k AÛCL + ĈL�3
var�k̂�.

Thus, we have,

E �F�ti; k̂, Ĉ�� = E{E�F�ti;kĈ
Ĉ�	

≈ E� k AÛCi + Ĉi

k AÛCL + ĈL
�

+ E��Ĉi AÛCL − ĈL AÛCi�AÛCL

�k AÛCL + ĈL�3 � var�k̂�.
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